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ABSTRACT

The past few years have seen a growing number of mobile and
sensor applications that rely on Cloud support. The role of the
Cloud is to allow these resource-limited devices to o�oad and exe-
cute some of their compute-intensive tasks in the Cloud for energy
saving and/or faster processing. However, such o�oading to the
Cloud may result in high network overhead which is not suitable
for many mobile/sensor applications that require low latency. So,
people have looked at an alternative Cloud design whose resources
are located at the edge of the Internet, called Edge Cloud. Although
the use of Edge Cloud can mitigate the o�oading overhead, the
computational power and network bandwidth of Edge Cloud’s re-
sources are typically much more limited compared to the central-
ized Cloud and hence aremore sensitive toworkload variation (e.g.,
due to CPU or I/O contention). In this paper, we propose a locality-
aware load sharing technique that allows edge resources to share
their workload in order to maintain the low latency requirement
of Mobile-Cloud applications. Speci�cally, we study how to deter-
mine which edge nodes should be used to share the workload with
and how much of the workload should be shared to each node.
Our experiments show that our locality-aware load sharing tech-
nique is able to maintain low average end-to-end latency of mobile
applications with low latency variation, while achieving good uti-
lization of resources in the presence of a dynamic workload.
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1 INTRODUCTION

The past few years have seen a growing number of devices that
are connected to the Internet. The type of devices varies from stati-
cally installed public sensors such as smart tra�c light systems and
weather forecasting sensors to privately owned mobile devices 1

1In this paper, we refer to any type of resource-limited devices as mobile devices
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such as smart phones, smartwatches, wearable health sensors, etc. [1,
3, 36, 39]. This rapid growth is predicted to continue increasing as
Cisco estimates that there will be approximately 50 billion devices
that are connected to the Internet by 2020 [10].

Today’s mobile devices are still facing challenges due to their
limited resources such as CPUs, storage, and battery power. Yet,
these resources will be unable to satisfy most of today’s mobile
applications that require low latency to the users while they con-
stantly produce or consume data [9, 21, 30]. Recent research has
looked at the opportunity of integrating Cloud Computing plat-
forms that provide much more powerful computation and/or stor-
age resources to assist manymobile applications. Furthermore, peo-
ple have looked at an alternative Cloud design consisting of re-
sources that are located at the edge of the Internet, called Edge

Clouds [4, 18, 31, 35, 40, 43]. The main bene�t of using an Edge
Cloud is tomitigate the overhead of computational o�oading since
they are closer to the users 2, thus reducing the processing time
and/or saving energy consumption on the devices.

Although there have been a number of works that provide vari-
ous computational o�oading techniques in the context of mobile-
edge computing [2, 8, 12], there are few works that have looked at
which edge nodes the computational should be o�oaded to. The
problem of node selection for computational o�oading is inter-
esting for a couple reasons: First, the type of edge resources are
typically highly heterogeneous in terms of both their computa-
tional power and latency to end-users. The resources vary from
edge servers provided by Internet service providers (ISPs) to net-
work access points and they provide varying network latency and
bandwidth. Second, the dynamic nature of workload makes the
node selection problem more challenging since resources in Edge
Cloud are typicallymuchmore limited compared to the centralized
Cloud’s resources. Although the mobility aspect of end-users may
add additional dynamic to the workload, we argue that the user’s
mobility is much less time sensitive compared to the changes in
workload. For example, trending topic spreads much faster com-
pared to human’s mobility.

In this paper, we propose a locality-aware load sharing tech-
nique in the context of Mobile-Edge Computing (MEC). Speci�-
cally, we study the problem of which nodes should be selected for
load sharing and how much workload should be shared to each of
the nodes while considering the heterogeneity aspect of the edge
nodes’ resources. Our goal is to maintain the low latency require-
ment of common mobile applications that are continuously pro-
ducing and consuming data in the case of runtime dynamics that
may cause a contention in a node’s network resources.

Our system constitutes di�erent layers of Cloud resources rang-
ing from distant resource-rich Cloud servers to edge resourceswith

2The closeness is measured in term of network latency rather than actual physical
distance.

https://doi.org/10.1145/3147213.3147228
https://doi.org/10.1145/3147213.3147228


UCC ’17, December 5–8, 2017, Austin, TX, USA Albert Jonathan, Abhishek Chandra, and Jon Weissman

less computational resources that are closer to the end-users. It pro-
vides a location-based edge node discovery mechanism that allows
users to �nd the closest available nodes. The edge nodes in our
system are aware of the availability of their neighboring nodes. A
node is considered as a neighbor to another node if they are located
close to each other. This neighborhood information is maintained
by each node and is used for workload sharing in the case of high
workload. To prevent sharing workload with a neighbor that has
already had high workload, each node periodically shares its load
information to all of its neighbors. This neighbor-awareness is use-
ful to guarantee low overhead in sharing a workload. This locality-
aware load sharing mechanism allows load sharing with little over-
head and thus is able to maintain the low latency requirement of
mobile applications in the case of workload dynamics.

We evaluate our system and techniques using a real geo-distributed
Edge Cloud platform deployed on PlanetLab [7] testbed. Our ex-
periments are based on a sample of real Twitter trace from De-
cember 2015 which consists of approximately 4 million tweets/day.
We show that our locality-aware load sharing technique is able to
better satisfy the application’s latency goal even when there is an
increase in the workload. We also show that our load sharing tech-
nique results in up to 1.5X and 3X lower latency for 95th percentile
latency compared to an Edge Cloud system that does not consider
load sharing and the centralized Cloud platform respectively.

2 BACKGROUND

Heterogeneous Edge Resources. Nodes in an Edge Cloud are
located at the edge of the Internet and hence are closer to the end-
users. They generally provide less computaional power but lower
latency to the end-users compared to theData Center’s nodes. Edge
nodes are also typically more heterogeneous in terms of their com-
putational hardwares as well as network connectivity: cloudlets,
servers provided by ISPs, home servers, to access points that use
Wi-Fi, bluetooth, etc. To handle this heterogeneity, some works
have proposes a common interface and mechanism for mobile de-
vices by providing a virtualization layer that encapsulates a mobile-
application execution inside virtualized machines (VMs) or con-
tainers [19, 26, 31]. This mechanism allows variety of applications
from possibly di�erent devices to run concurrently in isolation.

ComputationalO�loading inMobile-EdgeComputing. In the
context of Mobile-Edge Computing (MEC), the main purpose of
the Cloud is to support mobile devices by allowing them to o�oad
their data processing to the Cloud’s nodes for better performance
and/or saving energy consumption [8, 24, 25, 27]. For example, a
compute-intensive object/image analysis on a mobile device can
be processed on one of the Cloud’s nodes that is equipped with
GPUs, leaving only the �nal image rendering to be processed on
the mobile device itself. Throughout the paper, we assume that the
decision on which parts of application programs that should be of-
�oaded to the Cloud have already been made externally.

LowLatencyRequirementofMobile Applications.Many emerg-
ing mobile applications are latency sensitive since they are inter-
active applications [1, 6, 9]. For example, interactive collaborative
mobile games require continuous image processing and augmented

Figure 1: Edge Cloud SystemModel

reality applications on wearable devices require very low latency
for better user experiences [15, 25, 42]. Many applications also re-
quire data aggregation from mobile devices. For example, a real
time event detection in a social network application that detects
earthquake needs to aggregate a vast number of microblogs that
are originated from a speci�c area and detect the trend. These ap-
plications require low latency while continuously producing and
consuming data. In a MEC environment, workload may change
frequently due to the nature of hotspots. Nevertheless, the Cloud
should satisfy each application’s desired goal regardless of the run-
time dynamics.

Location Property of Mobile Applications. Geographic or lo-
cation information has become an important factor for many mo-
bile/sensor applications. There are many applications that use and
rely on the users’ locations in providing their services. For example,
numerous recent augmented reality games rely on their users’ loca-
tions. Another example includes map-based applications and envi-
ronmental monitoring that use sensor-equippedmobile devices [22,
25, 33]. These applications share a common property of continu-
ous data production/consumption and they need the support from
Clouds’ resources for processing their data e�ciently. Furthermore,
some of them rely on information aggregation from other nearby
users’ activities such as real-time tra�c detection that needs to ag-
gregate information from nearby drivers to detect whether a cer-
tain road is congested and multi-player mobile games that need to
detect the availability of other players for matchmaking.

3 EDGE CLOUD MODEL & IMPLEMENTATION

In this section, we discuss the Edge Cloud system that we consider
throughout this paper. Figure 1 shows the systemmodel. It consists
of 1) a set of components that are hosted in a centralized reliable
server: Node Manager and Job Manager; and 2) a set of edge nodes
that are distributed across geographic locations [18].

3.1 System Components

• End-Users and Applications. The end-users are any type of
resource-limited devices that rely on an Edge Cloud’s supports by
o�oading their computational to the Cloud’s nodes. In this paper,
wemainly focus on a class of applications that requires low latency
while continuously producing and consuming data. We consider a
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task as an instance of an application that is running on a node and
a task may consume one or more inputs from possibly di�erent
input providers/end-users.
• Edge Nodes. The edge nodes are computational resources that
are geographically distributed. They provide a common interface
that allows end-users to o�oad their data to be processed on the
nodes.
• Node Manager. The Node Manager is responsible for monitor-
ing the availability of all nodes in the system. It uses a heartbeat

mechanism to detect node failures. Nodes that do not respond to
the heartbeat message in a timely manner will be considered un-
available. Each node information that is monitored by the Node
Manager is periodically shared to the Job Manager.
• Job Manager. The Job Manager provides an interface for appli-
cation developers 3 to submit their applications to the system. It is
responsible for scheduling, deploying, and managing all tasks that
are running on the nodes.

3.2 Implementation

Computational O�loading. All tasks that are running on our
edge nodes are encapsulated inside a virtualized layer and thus
are independent of the applications. This computational o�oad-
ing mechanism is done using the following steps: 1) The end-user
sends its data to one or more edge nodes through the nodes’ in-
terface layer (this is done in the background). This interface is im-
plemented using a generic socket layer and so is independent of
the type of the applications. We assume that the application pro-
gram itself that is running on the node has already been deployed
to the nodes. In a real deployment, this decision depends on each
application’s area of interests such as the environment or location.
For example, in a city tra�c monitoring, the program should only
be pushed to the nodes that are located in that city. We consider
this deployment issue to be orthogonal to our work. 2) The edge
node processes the data as an input to a task that is running on
a task slot, which is an abstraction of computational resources on
which a task can be deployed. So, the number of task slots of a par-
ticular node corresponds to the number of tasks that can be run
concurrently on the node. We use the number of CPUs as a metric
to determine the number of slots of a particular node. 3) Once the
processing is complete, the node sends the result back to the users.
Inactive tasks that are deployed on the node can be terminated us-
ing a least-recently-used policy.

Node Monitoring. To monitor the availability of each node, the
Node Manager periodically sends a heartbeat message to every
node. Each node includes some additional information to its heart-
beat response: 1) The node’s location, which can also be estimated
using a geo-location service, 2) The number of available task slots,
and 3) The current load information of every task that is currently
running on the node. The location information of a node is used
to determine which node an end-user should be associated with
to minimize the connectivity overhead between them (will be dis-
cussed later Section 5). The location information is also used as a

3An application developer is not part of the runtime entities. Its only task is to de-
ploy an application to the system (e.g., tra�c monitor organization, social network
analyzer, etc.).

Figure 2: Neighbor Index Structure

metric to determine the neighborhood information that is used for
locality-aware load sharing (will be discussed in Section 6). The
number of available task slots and the load factor are used to de-
termine the resource availability of the nodes and its current load
respectively. The Node Manager periodically gathers all of this in-
formation and forward it to the Job Manager which will use this
information for task management and scheduling.

Locating an Edge Node. When an end-user tries to discover an
edge node for o�oading her computation, she will need to query
the availability of the nodes in the system. When the Job Manager
receives this query, it will return a set of possible edge nodes where
the user can connect to. Once the user receives this response, she
can connect to any of the nodes without going to the Job Man-
ager again and any subsequent requests can be directly sent to the
nodes. The decision onwhich nodes the JobManager should return
will be discussed in Section 5.

4 LOCALITY-AWARENESS

Having discussed the systemmodel,wewill now de�ne the locality-
awareness property that we have implemented in our system. This
locality-awareness is used to intelligently associate end-users to
one of the edge nodes in the system (Section 5) and to handle run-
time dynamics through load sharing (Section 6).

4.1 Node Neighborhood

The JobManager periodically gets an update about the nodes’ avail-
ability along with their resource information from the Node Man-
ager. It stores this information in a global location-based index
structure (shown in Figure 2). Themain purpose of this index struc-
ture is to quickly �nd and map a node to one of the index’s cells
based on the node’s location. This index is also used to cluster
nodes based on their locations to determine the neighborhood of
nodes. Nodes that are located close to each other will be mapped
to the same index cell. Nodes that lie within the same index cell
or in adjacent cells to a node will be considered as its neighbors,
since intuitively they are close to each other.

Althoughan actual geographic distance between two end-points
may not guarantee a low latency between them in a wide-area set-
ting, large values of geographic distance between two end-points
have a strong tendency of having circuitous routing as studied by
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previous works [28, 32]. Furthermore, a node’s IP-address can be
used to estimate its location in the network and the linearized dis-
tances between two end-points have been shown to have a strong
correlation to end-to-end delay.

The size of the index cell also determines the size of the neigh-
borhood and it should be con�gurable depending on how close a
node should be considered a neighbor. If the size of the cell was
set too big, e.g., 1000x1000km2, this would not give a meaningful
�ltering result since nodes that are very far from each other would
still be considered as neighbors. On the other extreme, limiting the
size of each cell too small, e.g., 100x100m2 would �lter too many
nodes that in reality have low inter-node latency. We evaluate the
e�ect of the cell size later in the experimental section. The location-
based index can also be implemented using a di�erent index struc-
ture that provides a more sophisticated partitioning scheme that
partition the location in a gradual manner such as an R-tree.

4.2 Neighbor-Aware Edge Nodes

The neighboring information that is maintained by the Job Man-
ager is shared to all the nodes. Thus, each node in the system is
aware of the availability of its neighbors. Whenever a node joins
(leaves) the system, the JobManager will add (remove) the node in-
formation from its index structure and propagate this update to all
nodes within the neighborhood.When an edge node initially joins
the system, it will use the neighboring information and measure
the estimated network latency to each of its neighbors. Once the
node gets the estimated latency to its neighbors, the node will use
this information to further �lter and classify its neighbors by con-
structing a hierarchical data structure. This hierarchical data struc-
ture de�nes the priority of the neighbors (shown in Figure 2). Each
level i in the hierarchy consists of all neighbor nodeswhose latency
to the node, L, is within a latency threshold: (i − 1)T < L ≤ iT

where i ≥ 1 and i = 1 is the top most level. This latency thresh-
old T is set as a system parameter depending on the sensitivity
required to the latency. For example, a neighbor node will be clas-
si�ed as a top-class neighbor if the latency between them is less
thanT = 100ms . On the other hand a neighbor node that has signif-
icantly high latency L > 500ms can be ignored even if it is located
in an adjacent cell.

This neighboring hierarchy is constructed and maintained by
each node, meaning that any particular node may be classi�ed to
di�erent levels by di�erent nodes. For example, a node A may be
classi�ed as a top-level neighbor by node B since they are close to
each other, but is considered as a third-level neighbor by node C
since they are far away from each other. Nodes within the same
class can be considered to have similar latency. The main reason
of classifying nodes into di�erent classes rather than simply sort-
ing the nodes based on their latency is that it is less susceptible to
latency variance. Thus, every node in the system is aware of the
availability of its neighboring nodes and the latency to its neigh-
bors.

To maintain an accurate and up-to-date latency between nodes,
a node will have to frequently monitor the latency to all of its
neighbors and update any of the latency information that has a
large change. Although this �ne grained monitoring will result in
a high accuracy, in a large-scale environment, thismay incur a high

monitoring overhead. Furthermore, if the nodes in the system are
relatively static (regardless of the mobility of the end users), the
network latency between nodes should be relatively stable.We rely
on an estimation to determine the latency between nodes. Initially,
each nodewill try to get an estimate of the network latency to each
of its neighbors by sending multiple sizes of data to get an estimate
latency for each data size. We assume that each individual data
that is sent between nodes can be mapped to the latency predic-
tion mapping. We believe this assumption is reasonable since each
individual o�oading request/data for most mobile applications is
typically small (e.g., image update, sensor reading, etc.) [3, 13, 15]
and thus its latency can be predicted within a small error margin.
Although the size of each individual update is small, the challenge
comes from the rate which may constrain the network availability
of each node.

The location-based index that is maintained by the JobManager
determines the initial range of neighboring nodes that need to be
monitored by each node. This may have a drawback of having false
positive and false negative nodes during the pruning step which
correspond to ignoring nodes that are located outside the neigh-
boring bounding box with low inter-node latency and including
nodes within the bounding box that have high inter-node latency
respectively. However, this early pruning gives the bene�t of re-
moving the majority of high latency nodes which is highly bene�-
cial in a real Mobile-Edge Computing environment consisting of a
large scale of edge nodes.

Our Edge Cloud design pushes most of the decision making to
the edges rather than relying on the global decision made by the
Job Manager. This is made possible since each edge node itself
has a complete knowledge of its neighbors. For example, in the
case of workload burst, an edge node may determine which of its
neighbors can be used to share its workload based on the latency
information between them which can be used as a projection of
latency that determines the computational hand-o� overhead. Al-
though the localized decision may be sub-optimal compared to a
global decision, it gives us the bene�t of allowing decisions to be
made quicker and preventing potential bottlenecks in the central-
ized server.

5 EDGE NODE DISCOVERY

In this section, we discuss the node discovery mechanism to �nd
any edge nodes that are located close to end-users. Most Mobile-
Edge Computing applications rely on discovering nodes within the
end-user’s network coverage area. This means that an end-user
can only discover edge nodes that are within the user’s area or
within the same network range (connected by local area network
or within access points that are only a few hops away). This is
a common approach for discovering nearby nodes especially for
most sensor/IoT devices that use a broadcast discovery mechanism
to �nd nearby edge nodes. Although this mechanism guarantees
that the nodes that are found have little overhead to the users, this
mechanism greatly limits the range of possible edge nodes that
the users can utilize, leading to several disadvantages. First, when
there are no available nodes within a close network range, nodes
that are a few hops away with available resources may not be dis-
covered at all, and hence the users are unable to utilize the nodes.
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Second, an edge node that is within the discovery range may have
a high processing load or high network I/O loads (e.g., due to a
hotspot). Thus, o�oading to an already-overloaded nodemay even
degrade the overall performance to the users. Hence, a user should
be exposed to more node selection options.

Our edge node discovery mechanism relies on the global node
availability provided by the Job Manager. It allows end-users to
�nd a wide range of edge nodes even if there are no available nodes
within the users’ network range. Note that our technique does not
eliminate the node discovery mechanism that allow end-users to
�nd nodes that are locatedwithin a close network range. Instead, it
can be used as an additional mechanism if the previous mechanism
could not �nd any nearby edge nodes. The JobManager uses user’s
location information to �nd any nodes that are located close to her
by using the location-based index discussed in the previous section.
Although the list of nodes that are returned by the Job Manager
may include some nodes that do not have very low latency to the
user, the list guarantees the closest available nodes in the system.

Once a user has been associated with a speci�c node, the node
will share its neighboring node information to the user. This mech-
anism is used to handle potential failures of the associated node.
When the associated node fails, its users can quickly �nd other
nearby nodes from the node’s neighboring list. In this case, the la-
tency to a neighboring node is used as a projection to the latency
between the user to the neighbor node. This results in a short dis-
tance from the neighbor node to the user since the distance be-
tween the failed node and its neighbors is small. If there was no
available node in the neighboring list, the user would have to query
the Job Manager again following the same steps as for initial node
discovery mechanism.

6 LOCALITY-AWARE LOAD SHARING

As the number of resource-limited devices that are connected to
the Internet increases rapidly along with the number of compute-
intensive applications running on these devices, more and more
applications would rely on Cloud’s support for processing their
data. This may cause a dynamic and skewed workload distribu-
tion which results in a particular set of edge nodes being heavily
used and potentially becoming a bottleneck while leaving other
nodes idle. If the system is unable to detect such a behavior, the
use of the Edge Cloud for computational o�oading may worsen
the overall performance compared to leaving the computation on
the devices themselves even with some of them have limited com-
puting power. Although edge nodes have relatively more powerful
computational capability compared to most mobile/sensor devices,
these nodes typically have much more limited resources (e.g., CPU
power, memory capacity, etc.) and network bandwidth compared
to Data Center’s nodes. So, these nodes are more prone to becom-
ing overloaded compared to nodes in a centralized Cloud.Without
the capability of sharing or balancing their workload, the use of
edge nodes can potentially hurt the application desired goals. Thus,
there is a need for Edge Cloud systems to handle such workload
dynamics to maintain the low end-to-end latency requirement of
mobile applications.

A common technique to handle workload dynamics in distributed
systems is to dynamically share some of the workload to other

Figure 3: Load Sharing Mechanism

nodes that are relatively idle. The load sharing in the context of
Mobile-Edge Computing (MEC) can be performed in two steps: 1)
By handing-o� some of the tasks to other nodes that are lightly
loaded, and 2) By redirecting some of the end-users to other nodes
if the high load is caused by a large volume of end-users connecting
to a hotspot node [11, 14, 34, 37]. The latter case may require a task
to be handed-o� �rst from the overloaded node to the new nodes
before redirecting its users to the new nodes (shown in Figure ??).
The mechanism for seamlessly migrating a task from one node to
another has been intensively studied in the context of handling
user’s mobility in MEC environment [12, 14, 34]. Similar mech-
anism can be used to handle task migration. However, the load
sharing problem is still left with the question on when to share the
workload and which nodes the workload should be shared with.

One possible metric to determine whether a node is overloaded
is bymonitoring if there is a slowdown of any of its tasks. This met-
ric, however, only detects whether a node is overloaded and cannot
be used to determine whether the node should share its workload
since the latter requires a knowledge of the load information of
other nodes as well. The problem of load sharing in MEC becomes
more challenging since the edge nodes are highly distributed and
may be connected by heterogeneous WAN with limited network
bandwidth, unlike the intra-Data Center network. So, the system
should carefully considerwhich nodes (if any) the workload should
be shared with. A poor decision in selecting nodes for load sharing
mayworsen the overall performance to the end-users. For example,
it may not be desirable to o�oad a task to another node that has
already been heavily loaded or had its network congested, or to a
node that incur too much network latency because it is far away
from the user. This may result in an increase in the overall end-to-
end latency caused by resource contention as in the former case,
and high task migration or latency overhead in the latter case.

We propose a locality-aware load sharing technique with the
goal of achieving applications latency goals in the case of dynamic
workload.We achieve this goal by selectively choosing nodeswhere
an overloaded node should share its workload with in order to pre-
vent the possible issues that are discussed above. Our technique
considers the nodes’ resource availability, their current load, as
well as the overhead ofmigrating the task and redirecting the users.
All of this information can be obtain from the neighboring infor-
mation that is maintained by each node.
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Input :neighbor-list N = 〈N0, ...Nz 〉, latency-goal Lapp
Output :n ∈ N

for index level i : 0→ z do

if iT < Lapp then

for n ∈ Ni do

if n not busy and has slot then

return n;

end

end

else

cannot �nd node, return;

end

end

Algorithm 1: Node Selection for Load Sharing

To determine whether a node needs to share its workload, we
rely on a per-application’s desired-latency goalLapp . The goal of
the system is to keep the end-to-end latency below the applica-
tion’s goal. To achieve this, each node needs to monitor the end-
to-end latency information of each of its tasks which includes the
time needed to process the o�oaded data as well as the time taken
to send the data between the user and the node. Each node peri-
odically monitors the average latency L̄ of a given task within the
last time window t (e.g., t = 30seconds). If L̄ < Lapp , the node does
not need to share its workload. Otherwise, the node will start to lo-
cate one of its neighbors to share its workload with. To determine
which node to share the workload with, it traverses its neighbor-
ing hierarchy starting from the top level as shown in Algorithm 1
and �nds any nodes that have an available task slot and are not
overloaded. Neighbor nodes that are located within the same level
will be considered to have similar latency to the node and thus the
node may rely on other factors such as their computation power,
current loads, etc.

Whenever a node decides to share its workload, we limit the
number of additional neighbor node to share by 1 every t . If L̄ >
Lapp even after the node has shared its workload, the node will
locate an additional neighboring node to further reduce its work-
load. Thus, the amount of sharing increases gradually every t . The
value of t itself provides a trade-o� between the responsiveness to
workload change and the waste of computation resources respec-
tively. We implement such policy to prevent a node from hoard-
ing its neighbors’ resources in a short time period, resulting in
an exhaustion of resources for other tasks and unpredictability of
loads. Gradually acquiring resources will also prevent interference
of already running tasks on the neighboring node due to a sudden
increase in the number of additional shared tasks. This approach
also performs well in practice since workload changes usually in-
crease/decrease in a gradual manner within a few seconds.

Once a neighboring node is selected, the node needs to deter-
mine the amount of workload that should be shared with its neigh-
bor based on the workload characteristic over the last t window.
To determine this, the node will �nd the ratio of its workload to
share to its neighbors by solving the following equation:

Min(Max ((rsel f ∗ L̄), ..., (ri ∗ L̄i ))),where
∑

r = 1 (1)
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Figure 4: Edge Node Deployment

where rsel f and ri are the ratios of the workload to be run on the
original node and neighbor node i respectively. L and Li are the
estimated latency of accessing the original node and the neighbor-
ing node which is obtained from the neighboring information. We
estimate the latency between end-user to the neighboring node us-
ing a projection of the inter-node latency. TheMax property in the
function is used since the completion time is typically determined
by the completion time of processing the last record. The optimiza-
tion problem is then to minimize the overall time.

These load sharing ratios for each node will be used for work-
load in the next t interval. If L̄ falls below λLapp , the nodewill grad-
ually reduce the number of neighbors it used to share the workload
with. The reason of adding a λ factor is to prevent a �uctuation in
latency. For example, if we set λ = 1 and L̄ = 290ms < Lapp =

300ms after the node shares 40% of its workload to another node
and decides that it will stop sharing the workload since L̄ < Lapp ,
this may increases L̄ again in the next t window. In this case, the
latency of the application will �uctuate for every t interval. We set
λ = 0.8 in our deployment since it works well with the dynamism
of the workload we consider.

7 EXPERIMENTAL EVALUATION

7.1 Experimental Setup and Methodology

Edge Cloud System Setup. We evaluated our Edge Cloud sys-
tem using 20 physical PlanetLab [7] nodes (with up to 3 virtual
nodes in each location) that are geographically distributed across
the U.S. (ranging from U.S. West to U.S. East). We did not consider
nodes that are located in the same physical machine as neighbors
to each other since doing so will completely eliminate the latency
to the neighboring nodes which is unrealistic in a real deployment.
Both the Job Manager and the Node Manager were deployed on a
reliable centralized server located in Minnesota. This centralized
server did not participate in any task processing and it was not a
bottleneck in our deployment since its only purpose was for node
monitoring and task scheduling. Figure 4(a) shows the inter-node
latency in our deployment. We can see that sending data to a dis-
tant nodemay incur up to 40X higher latency compared to sending
the data to a nearby node. This shows the importance of node se-
lection policy for workload sharing.

We simulated the end-users using a daemon program running
on 10 di�erent PlanetLab nodes and 10 other PlanetLab nodes as
the workload generator where some of them are actually the same
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Figure 5: Bene�t of Locality-Aware Load Sharing

nodes. These nodes are not part of the edge nodes that are con-
tributing as compute nodes. We call these emulated users as mo-

bile nodes. We validated our methodology of simulating the mobile
users using mobile nodes (Figure 4(b)). We compared the latency
of accessing the edge nodes using mobile nodes with the latency of
accessing edge nodes using mobile phones with Wi-Fi and mobile
network (Node, Wi-Fi, and Mobile respectively). We see that they
have a strong correlation.

The location-based index of the JobManager is implemented us-
ing a grid index with 144 cells (unless explicitly speci�ed) which
partitions the geographic U.S. map into equal size of cells based on
the coordinates. Nodes that lie within the same cell or one of the
adjacent cells are considered as neighbors. For the neighboring list
that is maintained by each node, we set the threshold of each level
i to Ti = i ∗ 100ms with a maximum of 3 levels. Thus, neighboring
nodes that are > 300ms away will not be considered for workload
sharing. We also set the evaluation time window t to 10 seconds.
So, each node will evaluate whether to share its workload based
on the workload characteristic in the past t = 10 seconds.

Workload Trace and Applications. We used a real three-day
Twitter sample trace as our workload that contains approximately
4 million tweets per day. This trace was obtained from December
2015 and it includes dynamic workload over time from real mobile
users. We sped up the tweet rate by 24X since the trace only shows
a fraction of the real Twitter workload. This is done to better see
the e�ect of overloaded nodes in a real deployment. The tweet data
sources are partitioned and deployed to the nodes based on each
tweet’s location coordinates. So, the skewness of workload and the
location of hotspots are naturally included in the workload.

We use a location-based top-k popular topic as our application
that is executed on the edge nodes. This application aggregates all
the tweets within a speci�c region and returns the top kwords. The
data processing on the edge nodes itself incurs only a small frac-
tion of the end-to-end latency which is the time taken from the
time the end-user sends the data to the edge node to the time the
user obtains the result. We observe that the major fraction of the
end-to-end latency is incurred by the wide-area network latency
for o�oading the data. This is reasonable for many Mobile-Cloud
applications since most of the task processing can typically be pro-
cessed with low processing time.

SystemComparison. Wecompare our neighbor-aware load shar-
ing technique (Neighbor Sharing) with 1) The use of an Edge Cloud
that does not consider load sharing (No Sharing), 2) The use of an
Edge Cloud that use load sharing with random node selection to
determine which nodes a workload should be shared with (Ran-
dom Sharing), and 3) The use of a centralized Cloud (Centralized)
as our baselines. All of the Edge Cloud usages were deployed us-
ing the same node deployment while in the centralized case, we
deployed more nodes/resources in a single location to simulate a
higher computational power available in a centralized Cloud.

In the case of Random-sharing, an overloaded node would ran-
domly choose any available nodes ignoring the latency overhead
between them that is used as a projection to the end-user and the
current workload of the other nodes. On the other hand, the over-
loaded nodes in the Neighbor-sharing would only consider sharing
their workload to nodes that are located close to the overloaded
nodes and the nodes are only selected if they are not overloaded.
The nodes in the centralized Cloud itself are deployed using Plan-
etLab nodes. Furthermore, for the centralized result, we deployed
the Centralized server in di�erent number of locations for each
iteration: U.S. West, U.S. Mid-West, and U.S. East.

7.2 Bene�t of Locality-aware Load Sharing

In the following set of experiments we evaluate our locality-aware
load sharing technique in the case of dynamic workload. We set
the application’s latency goal Lapp to 300 ms and gradually scale
up/down the workload by up to 14X. Figure 5 shows the perfor-
mance impact caused by the workload dynamic. We make a few
observations from the result. First, we can see that the use of Edge
Cloud signi�cantly outperforms the use of centralized Cloud in all
of the cases as shown in Figure 5(a) which shows the latency CDF
of all approaches.We also observe that the increase inworkload did
not have signi�cant slow down in the computation time performed
on the node itself. Rather, the latency incurred by the data o�oad-
ing to an edge node is the dominant factor due to the contention
of the limited wide-area network bandwidth. Thus, although the
centralized Cloud deployment has more processing power (lower
computation time), it still su�ers from the high overhead between
the mobile nodes to the centralized nodes.

Secondly, we observe that the node selection decision for load
sharing is critical. We can see from Figure 5(a) that the Random-
sharing performs worse compared to the Neighbor-sharing. The
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reason is that in the Random-sharing approach, an overloaded node
might select one of its neighbors that are far away to the users
or neighbors that have already had high load. Comparing the No-
sharing and the Random-sharing approaches, we can also see that
the latter performs better than the former approach below the 75th
percentile but has a longer tail later in the distribution. This shows
that randomly selecting nodes to share a workload may result in
selecting nodes with very high overhead andmay su�er at a higher
percentile.

Thirdly, our neighbor-aware load sharing is able to maintain a
close gap to the application-speci�ed latency goal that was set to
300 ms in this case. Figure 5(b) shows a snapshot of the trace dur-
ing a dynamic workload where the workload increased fromT1 to
T2 and decreased afterward. Before T1, all Edge Cloud approaches
performed comparably. However, as the workload increased (T1 <
T < T2), some of the edge nodes became overloaded and started
to result in a higher end-to-end latency. Approaches that consider
load sharing (Random-sharing and Neighbor-sharing) started to
look for other nodes for sharing their workload.

We can see that the Neighbor-sharing is able to maintain a close
gap to the application latency goal (within 20% increase in latency).
If there were no neighboring nodes that could provide low over-
head, the overloaded node would handle the tasks by itself. How-
ever, if there were any nearby nodes with low network latency
overhead, it would start sharing the workload to one of the neigh-
boring nodes. When the workload decreased at T2 and the end-
to-end latency dropped below the threshold, all policies that used
load sharing mechanism started to decrease the number of shares
and eventually stopped sharing their workload. These results show
that the use of Edge Cloud is not su�cient to satisfy application’s
latency goal especially in the case of dynamic workload.

We also observe the scalability of our locality-aware load shar-
ing approach by scaling up the load with di�erent scale factors.
Figure 6 shows the impact to end-to-end latency due to an increase
in the workload. We can see that even with the Neighbor-sharing
approach, the latency may still increase beyond the end-to-end
latency-desired goal. The main reason to this is that some of the
edge nodes in our deployment did not have any neighbors where
they can share their workload with. Thus, they caused a slowdown
to the overall time. However, it increases in a much more graceful
way compared to the No-sharing approach. We also see that the
number of tasks that satis�ed the latency goal is much higher than
the No-sharing approach.

7.3 Impact of Neighbor Distance

In this experiment we study the e�ect of setting the minimum dis-
tance between nodes which we call as neighbor distance as a pa-
rameter to determine whether a node should be considered as a
neighbor. At one extreme, the neighbor distance may cover the
entire area which make every node consider all other nodes as
its neighbors. In this case, nodes that are very far away may still
be selected for workload sharing since they are considered as its
neighbor. This is e�ectively similar to the random node selection
approach with an additional consideration of not selecting busy
nodes. At the other extreme, the index cell size may be limited to
have a very small coverage which makes a node only consider an-
other node as its neighbor if they are very close to each other.

Figure 7 shows the impact of varying the number of grid cells to
the end-to-end latency. The larger the number of the grid cells is,
the smaller the neighbor distance is and vise versa. We can see that
the performance improved as we increased the number of cells but
later decreased as the number of cells was set too high (number
of cells = 256). The reason behind the improvement in the early
increasing number of cells is because the neighboring list only in-
cluded nodes that were actually close to each other. However, as
we limited the cell size too small, more and more nodes were not
able to �nd any neighbors and hence were unable to share their
workload. This pattern will converge as the number of neighbor
nodes for each node reaches 0.

Figure 7(b) explains this phenomenon. With cell size equals to 1,
all of the nodes were considered as neighbors to every node even
if some of them are very far away (one in U.S. West and the other
one is in U.S. East). As the number of cells increases (the neighbor
distance/cell size decreases), less number of nodes were considered
as neighbors but these neighbor nodes were actually close to the
node itself.

7.4 Handling Node Failure

In this experiment we show the bene�t of neighbor-awareness in
the case where the node that has been associated with an end-user
fails. When the node fails, the end-user can quickly re-associate
herself to one of the node’s neighbors without requesting for a new
node from the centralized server. This mechanism is made possible
since this neighbor node information is shared to the user.

In this experiment, we did not add any other variations to the
workload. Figure 8 shows the impact of adding failure to nodes in
our system. We randomly terminated any of edge nodes that were
supporting any end-users starting from time T1. We can see that
by having a knowledge of the availability of the alternative nodes,
the end-user can quickly re-associate herself to one of the failed
node’s neighbors. There is a small increase in the latency due to
the timeout mechanism that was used to detect node failure and
re-association time to the new node. On the other hand, if there
was no information of the availability of the neighboring nodes,
the end-user would have to connect to the centralized server. In ei-
ther case, when the failed node returns at timeT2, the user could be
redirected back to the recovered node or kept being supported by
the covering node depending on whether the current end-to-end
latency met the application-desired latency goal. If the latency has
already met the latency goal, there is no reason for re-associating
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Figure 8: Maintaining Low Latency During Node Failure

back to the recovered node. We also plot the latency of the cen-
tralized Cloud to show that the use of Edge Cloud still outperform
the centralized Cloud even in the case of node failure. This shows
that using an Edge Cloud platform is more suitable for the Mobile-
Cloud Computing applications that we consider compared to the
use of centralized Cloud even if the Edge Cloud is more susceptible
to failures.

8 RELATED WORK

There are a number of projects that have looked at the opportu-
nity of utilizing Cloud resources to support mobile/sensor devices.
Most of them focus on the oportunity of reducing the processing
time or saving energy consumption or both. [2, 8, 16, 27, 31, 40].
Others [13, 17, 20, 41] have also looked at mobile data manage-
ment and utilizing Cloud’s storage services for managing mobile
users’ data by using Cloud’s resources as caches or consistency
management. Although many of these works are relevant, most
of these systems do not consider the runtime dynamics which are
common inMobile-Edge Computing environment. Our work is dif-
ferent frommost of the existing works in that we focus on handling
runtime dynamics where some of the edge nodes may become a
bottleneck due to changes in workload. Furthermore, we study the
problem of selecting which nodes should be selected for load shar-
ing and how much of the workload should be shared if a node de-
cides to share its workload. Existing mechanism for computational
o�oading and policies that determine which parts of the compu-
tation should be o�oaded can be applied to our work.

Load balancing is a common technique that has been exten-
sively studied in the area of distributed systems, Cloud Computing,

network routing, and peer-to-peer systems [5, 23, 29, 38]. Most of
the existing techniques rely on the tasks scheduling decision that
determines where to schedule new tasks on the system to balance
the workload. Our work, however, is di�erent from them in that
we focus on the Mobile-Edge Computing environment where the
nodes are interconnected by wide-area network. In our context,
the load sharing is done using a user redirection and task migra-
tion rather than tasks scheduling. Furthermore, our main goal is
not to get a balance workload in the system. Instead, we try to
achieve each application’s desired latency goals during workload
dynamics.

9 CONCLUSION AND FUTUREWORK

In this paper, we study the problem of load sharing to handle run-
time dynamics in a Mobile-Edge Computing (MEC) environment.
Our motivation is based on the dynamic property of the workload
in MEC along with the low latency requirement for many of to-
day’s mobile/IoT applications. The Edge Cloud platform that has
been proposed to provide computational o�oading support formo-
bile applications faces additional challenges in handling workload
dynamics since the nodes in Edge Clouds are typically connected
by WAN with high network latency and limited bandwidth. We
propose a locality-aware load sharing technique that allows edge
nodes to share their workload to other nodes to meet the low la-
tency requirement of the mobile applications in the case of work-
load increases. Our load sharing technique allows nodes to 1) In-
telligently determines whether to share their workload to other
nodes, 2) Selectively chooses which nodes the workload should be
shared with, and 3) Determines how much of the workload should
be shared. Our experimental results based on a real Twitter’s trace
show that our locality-aware load sharing technique is able to keep
the overall latency of mobile applications close to the applications’
desired goals as well as better utilize resources even in the case of
dynamic workload.

In the future, we would like to consider the overhead of task
migration between nodes in addition to the data transfer overhead
and incorporate the cost to the load sharing decision. Furthermore,
we would also like to consider di�erent classes of mobile applica-
tions whose execution time itself may be the dominant part of the
computational o�oading overhead. In this case, the system should
consider this variety of applications and may make the load shar-
ing decision di�erently. Lastly, we would also like to integrate the
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energy consumption consideration on the mobile devices and al-
lows the device itself to intelligently determine whether to use a
Cloud’s resources during a high workload condition.
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